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(57) ABSTRACT

An electronic device includes one or more imaging cameras.
After a reset of the device or other specified event, the
electronic device identifies an estimate of the device’s pose
based on location data such as Global Positioning System
(GPS) data, cellular tower triangulation data, wireless net-
work address location data, and the like. The one or more
imaging cameras may be used to capture imagery of the
local environment of the electronic device, and this imagery
is used to refine the estimated pose to identify a refined pose
of the electronic device. The refined pose may be used to
identify additional imagery information, such as environ-
mental features, that can be used to enhance the location
based functionality of the electronic device.
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ELECTRONIC DEVICE LOCALIZATION
BASED ON IMAGERY

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] The present application claims priority to the fol-
lowing co-pending applications, the entireties of which are
incorporated by reference herein:

[0002] U.S. patent application Ser. No. 14/695,208 (Attor-
ney Docket No. 1500-G14002-US), entitled “ELEC-
TRONIC DEVICE LOCALIZATION BASED ON IMAG-
ERY” and filed on Apr. 24, 2015; which claims priority to
U.S. Provisional Patent Application Ser. No. 61/984,425
(Attorney Docket No. 1500-G14002-PR), entitled “ELEC-
TRONIC DEVICE LOCALIZATION BASED ON IMAG-
ERY” and filed on Apr. 25, 2014.

FIELD OF THE DISCLOSURE

[0003] The present disclosure relates generally to imagery
capture and processing and more particularly to machine
vision using captured imagery.

BACKGROUND

[0004] Machine vision techniques, such as simultaneous
localization and mapping (SLAM), augmented reality (AR),
and virtual reality (VR), often rely on the identification of
objects within the local environment of a device through the
analysis of imagery of the local environment captured by the
device. The efficiency of such techniques can be enhanced
by identifying a location of the device. However, conven-
tional techniques for locating a device typically do not have
sufficient resolution to enhance object identification. Fur-
ther, the amount of time it takes to identify the device’s
location limits the utility of the location information.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The present disclosure may be better understood
by, and its numerous features and advantages made apparent
to, those skilled in the art by referencing the accompanying
drawings. The use of the same reference symbols in different
drawings indicates similar or identical items.

[0006] FIG.1 is a diagram illustrating an electronic device
configured to determine a relative pose of the electronic
device in a local environment by estimating the pose using
non-image sensor data and refining the pose using image
sensor data in accordance with at least one embodiment of
the present disclosure.

[0007] FIG. 2 is a diagram illustrating adjustment of a
refined pose based on pose tracking of the electronic device
of FIG. 1 in a free frame of reference in accordance with at
least one embodiment of the present disclosure.

[0008] FIG. 3 is a diagram illustrating a system for iden-
tifying a pose of the electronic device of FIG. 1 in accor-
dance with at least one embodiment of the present disclo-
sure.

[0009] FIG. 4 is a block diagram illustrating a processing
system of an electronic device for determining spatial fea-
ture data from captured imagery of a local environment in
accordance with at least one embodiment of the present
disclosure.

[0010] FIG. 5 is a flow diagram illustrating an operation of
an electronic device to determine a pose of the electronic
device in a local environment based on image sensor data
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and non-image sensor data in accordance with at least one
embodiment of the present disclosure.

[0011] FIG. 6 is a diagram illustrating balancing of
resource assignment for localization and motion estimation
at the electronic device of FIG. 1 in accordance with at least
one embodiment of the present disclosure.

[0012] FIG. 7 is a flow diagram illustrating a method of
balancing resource assignment for localization and motion
estimation at the electronic device of FIG. 1 in accordance
with at least one embodiment of the present disclosure.
[0013] FIG. 8 is a block diagram illustrating an feature
descriptor having privacy setting information to restrict
access to the feature descriptor in accordance with at least
one embodiment of the present disclosure.

[0014] FIG. 9 is a flow diagram illustrating a method of
restricting access to feature descriptors based on privacy
settings in accordance with at least one embodiment of the
present disclosure.

DETAILED DESCRIPTION OF EMBODIMENTS

[0015] The following description is intended to convey a
thorough understanding of the present disclosure by provid-
ing a number of specific embodiments and details involving
the determination of a relative position or relative orienta-
tion of an electronic device based on image-based identifi-
cation of objects in a local environment of the electronic
device. It is understood, however, that the present disclosure
is not limited to these specific embodiments and details,
which are examples only, and the scope of the disclosure is
accordingly intended to be limited only by the following
claims and equivalents thereof. It is further understood that
one possessing ordinary skill in the art, in light of known
systems and methods, would appreciate the use of the
disclosure for its intended purposes and benefits in any
number of alternative embodiments, depending upon spe-
cific design and other needs.

[0016] FIGS. 1-9 illustrate various techniques for the
determination of a pose of an electronic device within a local
environment so as to support location-based functionality,
such as augmented reality (AR) functionality, visual odom-
etry or other simultaneous localization and mapping
(SLAM) functionality, and the like. The term “pose” is used
herein to refer to either or both of position (also referred to
as a location) and orientation (also referred to as a point of
view). In some embodiments, the electronic device includes
one or more imaging cameras. After a reset event at the
device, the electronic device identifies an estimate of the
device’s pose based on non-visual location data (that is, data
that indicates a location in a non-visual way) such as Global
Positioning System (GPS) data, cellular tower triangulation
information, wireless network address location data, and the
like. As used herein, a reset event is an event at the device
that causes the device to be placed or returned to a specified
initial start-up state, and can include a boot-up of the device,
a hard reset of the device, a soft reset of the device, and the
like. The one or more imaging cameras of the electronic
device may be used to capture imagery of the local envi-
ronment of the electronic device, and this imagery is used to
refine the estimated pose to identity a refined pose of the
electronic device. Because the refined pose is identified
based on both non-visual and visual location data, the
refined pose can be identified relatively quickly. Further, the
refined pose may be used to identify additional imagery
information, such as environmental features, that can be
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used to enhance the location based functionality of the
electronic device. For example, the refined pose may be used
to identify known features in the locality of the electronic
device, and these known features used by the electronic
device to generate a virtual mesh that simulates the known
features. The virtual mesh can be used to create a simulation
of the local environment of the electronic device, allowing
a user to interact with the simulated local environment.
[0017] In at least one embodiment, to refine the estimated
pose the electronic device may use the captured imagery to
identify spatial features representing objects in the local
environment and their distances from the electronic device.
The electronic device generates a set of feature descriptors
to describe the spatial features, and the generated set is
compared to a subset of stored feature descriptors that
identify known (e.g. previously identified) spatial features
and their corresponding locations. In response to matching
the generated set of feature descriptors to one or more stored
feature descriptors, the electronic device refines its esti-
mated location based on the location information identified
in the matched stored descriptors. In at least one embodi-
ment, the subset of stored descriptors is identified based on
the estimated location, thereby speeding up the matching
process.

[0018] Concurrent with matching the generated set of
descriptors, the electronic device can track changes in its
pose (e.g. changes in its location, point of view, or both) in
an arbitrary, or “free”, frame of reference (sometimes
referred to herein as “free space”). Once the electronic
device has identified the refined pose based on the generated
set of descriptors, it can adjust the refined position based on
the pose changes in the free frame of reference in order to
identify a current, refined pose of the electronic device. The
electronic device thereby localizes its frame of reference,
allowing for enhanced location-based functionality, such as
the graphical overlay of additional information in the display
of imagery captured by the electronic device based on the
pose of the electronic device.

[0019] FIG. 1 illustrates an electronic device 100 config-
ured to support location-based functionality, such as SLAM
or AR, using image and non-image sensor data in accor-
dance with at least one embodiment of the present disclo-
sure. The electronic device 100 can include a user-portable
mobile device, such as a tablet computer, computing-en-
abled cellular phone (e.g., a “smartphone”), a notebook
computer, a personal digital assistant (PDA), a gaming
system remote, a television remote, and the like. In other
embodiments, the electronic device 100 can include another
type of mobile device, such as an automobile, remote-
controlled drone or other airborne device, and the like. For
ease of illustration, the electronic device 100 is generally
described herein in the example context of a mobile device,
such as a tablet computer or a smartphone; however, the
electronic device 100 is not limited to these example imple-
mentations.

[0020] In the depicted example, the electronic device 100
includes a housing 102 having a surface 104 opposite
another surface 106. In the example thin rectangular block
form-factor depicted, the surfaces 104 and 106 are substan-
tially parallel and the housing 102 further includes four side
surfaces (top, bottom, left, and right) between the surface
104 and surface 106. The housing 102 may be implemented
in many other form factors, and the surfaces 104 and 106
may have a non-parallel orientation. For the illustrated tablet
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implementation, the electronic device 100 includes a display
108 disposed at the surface 106 for presenting visual infor-
mation to a user 110. Accordingly, for ease of reference, the
surface 106 is referred to herein as the “forward-facing”
surface and the surface 104 is referred to herein as the
“user-facing” surface as a reflection of this example orien-
tation of the electronic device 100 relative to the user 110,
although the orientation of these surfaces is not limited by
these relational designations.

[0021] The electronic device 100 includes a plurality of
sensors to obtain information regarding a local environment
112 of the electronic device 100. The electronic device 100
obtains visual information (imagery) for the local environ-
ment 112 via imaging cameras 114 and 116 and a depth
sensor 120 disposed at the forward-facing surface 106 and
an imaging camera 118 disposed at the user-facing surface
104. In one embodiment, the imaging camera 114 is imple-
mented as a wide-angle imaging camera having a fish-eye
lens or other wide-angle lens to provide a wider angle view
of the local environment 112 facing the surface 106. The
imaging camera 116 is implemented as a narrow-angle
imaging camera having a typical angle of view lens to
provide a narrower angle view of the local environment 112
facing the surface 106. Accordingly, the imaging camera 114
and the imaging camera 116 are also referred to herein as the
“wide-angle imaging camera 114” and the “narrow-angle
imaging camera 116,” respectively. As described in greater
detail below, the wide-angle imaging camera 114 and the
narrow-angle imaging camera 116 can be positioned and
oriented on the forward-facing surface 106 such that their
fields of view overlap starting at a specified distance from
the electronic device 100, thereby enabling depth sensing of
objects in the local environment 112 that are positioned in
the region of overlapping fields of view via image analysis.
The imaging camera 118 can be used to capture image data
for the local environment 112 facing the surface 104. Fur-
ther, in some embodiments, the imaging camera 118 is
configured for tracking the movements of the head 122 or for
facial recognition, and thus providing head tracking infor-
mation that may be used to adjust a view perspective of
imagery presented via the display 108.

[0022] One or more of the imaging cameras 114, 116, and
118 may serve other imaging functions for the electronic
device 100 in addition to supporting position and orientation
detection. To illustrate, the narrow-angle imaging camera
116 may be configured or optimized for user-initiated image
capture, such as for the capture of consumer-level photo-
graphs and video as often found in smartphones and tablet
computers, and the imaging camera 118 may be configured
or optimized for video conferencing or video telephony as
also is often found in smartphones and tablet computers,
whereas the wide-angle imaging camera 114 may be pri-
marily configured for machine vision image capture for
purposes of location detection. This machine-vision-specific
configuration may prioritize light-sensitivity, lens distortion,
frame rate, global shutter capabilities, and faster data read-
out from the image sensor over user-centric camera con-
figurations that focus on, for example, pixel resolution.

[0023] The depth sensor 120, in one embodiment, uses a
modulated light projector 119 to project modulated light
patterns from the forward-facing surface 106 into the local
environment, and uses one or both of imaging cameras 114
and 116 to capture reflections of the modulated light patterns
as they reflect back from objects in the local environment
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112. These modulated light patterns can be either spatially-
modulated light patterns or temporally-modulated light pat-
terns. The captured reflections of the modulated light pat-
terns are referred to herein as “depth imagery.” The depth
sensor 120 then may calculate the depths of the objects, that
is, the distances of the objects from the electronic device
100, based on the analysis of the depth imagery. The
resulting depth data obtained from the depth sensor 120 may
be used to calibrate or otherwise augment depth information
obtained from image analysis (e.g., stereoscopic analysis) of
the image data captured by the imaging cameras 114 and
116. Alternatively, the depth data from the depth sensor 120
may be used in place of depth information obtained from
image analysis. To illustrate, multiview analysis typically is
more suited for bright lighting conditions and when the
objects are relatively distant, whereas modulated light-based
depth sensing is better suited for lower light conditions or
when the observed objects are relatively close (e.g., within
4-5 meters). Thus, when the electronic device 100 senses
that it is outdoors or otherwise in relatively good lighting
conditions, the electronic device 100 may elect to use
multiview analysis to determine object depths. Conversely,
when the electronic device 100 senses that it is indoors or
otherwise in relatively poor lighting conditions, the elec-
tronic device 100 may switch to using modulated light-based
depth sensing via the depth sensor 120.

[0024] The electronic device 100 also may rely on non-
image information for pose detection. This non-image infor-
mation can be obtained by the electronic device 100 via one
or more non-image sensors (not shown in FIG. 1), such as
a gyroscope or ambient light sensor. In at least one embodi-
ment, the non-image sensors can be employed to identify a
gravity direction for captured imagery (i.e. the direction in
which gravity pulls relative to captured imagery). The
non-image sensors can also include location sensors, such as
GPS sensors, or other sensors that can be used to identify a
location of the electronic device 100, such as one or more
wireless radios, cellular radios, and the like.

[0025] The non-image sensors also can include user inter-
face components, such as a keypad (e.g., touchscreen or
keyboard), microphone, mouse, and the like. The non-image
sensor information representing a state of the electronic
device 100 at a given point in time is referred to as the
“current context” of the electronic device for that point in
time. This current context can include explicit context, such
as the relative rotational orientation of the electronic device
100 or the ambient light from the local environment 112
incident on the electronic device 100. The current context
also can include implicit context information, such as infor-
mation inferred from calendar information or clock infor-
mation, or information inferred from a user’s interactions
with the electronic device 100. The user’s interactions can
include a user’s observed past behavior (e.g., a determina-
tion of a user’s workday commute path and time), recent
search queries conducted by the user, a key term search or
other analysis of emails, text messages, or other user com-
munications or user-initiated operations, and the like.

[0026] In operation, the electronic device 100 uses the
image sensor data and the non-image sensor data to deter-
mine a pose (e.g., a location) of the electronic device 100. In
at least one embodiment, the electronic device 100 identifies
an estimated pose based on non-image location sensors and
information, such as GPS information, cellular tower trian-
gulation, and the like. The estimated pose can be identified
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based on a combination of location information received
from the non-image sensors, and information received from
a service provider associated with the electronic device 100.
For example, the non-image sensor data may record location
data such as GPS data, wireless network address data, signal
strength data for one or more cellular towers, and other data
indicating a position of the electronic device 100. Via a
network interface (not shown) or other interface, the elec-
tronic device 100 may communicate the location data to a
service provider. In response the service provider identifies
an estimated location of the electronic device and provides
location data indicative of this location to the electronic
device 100 via the network interface. From this location
data, the electronic device 100 identifies an estimated pose.
The estimated pose can be represented at the electronic
device 100 in any of a number of formats, such as longitude

and latitude, coordinates in an arbitrary map system, and the
like.

[0027] The electronic device 100 refines the estimated
pose based on the detection of spatial features in image data
captured by one or more of the imaging cameras 114, 116,
and 118. To illustrate, in the depicted example of FIG. 1 the
local environment 112 includes a hallway of an office
building that includes three corners 124, 126, and 128, a
baseboard 130, and an electrical outlet 132. The user 110 has
positioned and oriented the electronic device 100 so that the
forward-facing imaging cameras 114 and 116 capture wide
angle imaging camera image data 134 and narrow angle
imaging camera image data 136, respectively, that includes
these spatial features of the hallway. In this example, the
depth sensor 120 also captures depth data 138 that reflects
the relative distances of these spatial features relative to the
current pose of the electronic device 100. Further, the
user-facing imaging camera 118 captures image data repre-
senting head tracking data 140 for the current pose of the
head 122 of the user 110. Non-image sensor data 142, such
as readings from a gyroscope, a magnetometer, an ambient
light sensor, a keypad, a microphone, and the like, also is
collected by the electronic device 100 in its current pose.

[0028] From this input data, the electronic device 100 can
determine its relative pose without explicit absolute local-
ization information from an external source. To illustrate, the
electronic device 100 can perform analysis of the wide angle
imaging camera image data 134 and the narrow angle
imaging camera image data 136 to determine the distances
between the electronic device 100 and the corners 124, 126,
128. Alternatively, the depth data 138 obtained from the
depth sensor 120 can be used to determine the distances of
the spatial features. From these distances the electronic
device 100 can triangulate or otherwise infer its relative
position in the office represented by the local environment
112. As another example, the electronic device 100 can
identify spatial features present in one set of captured
images of the image data 134 and 136, determine the initial
distances to these spatial features, and then track the changes
in position and distances of these spatial features in subse-
quent captured imagery to determine the change in pose of
the electronic device 100 in a free frame of reference. In this
approach, certain non-image sensor data, such as gyroscopic
data or accelerometer data, can be used to correlate spatial
features observed in one image with spatial features
observed in a subsequent image. In addition, as described
further herein, the change of pose in the free frame of
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reference can be employed to adjust a refined pose of the
electronic device 100, thereby identifying a localized pose
for the device.

[0029] The electronic device 100 generates feature
descriptors for the spatial features identified in the captured
imagery. Each of the generated feature descriptors describes
the orientation, gravity direction, scale, and other aspects of
one or more of the identified spatial features. The generated
feature descriptors are compared to a set of stored descrip-
tors (referred to for purposes of description as “known
feature descriptors™) that each identifies previously identi-
fied spatial features and their corresponding poses. In at least
one embodiment, each of the known feature descriptors is a
descriptor that has previously been generated, and its pose
definitively established, by either the electronic device 100
or another electronic device. The known feature descriptors
can be stored at the electronic device 100, at a remote server
or other storage device, or a combination thereof. Accord-
ingly, the comparison of the generated feature descriptors
can be performed at the electronic device 100, at the remote
server or other device, or a combination thereof.

[0030] In at least one embodiment a generated feature
descriptor is compared to a known feature descriptor by
comparing each aspect of the generated feature descriptor
(e.g. the orientation of the corresponding feature, the scale
of'the corresponding feature, and the like) to the correspond-
ing aspect of the known feature descriptor and determining
an error value indicating the variance between the compared
features. Thus, for example, if the orientation of feature in
the generated feature descriptor is identified by a vector A,
and the orientation of the feature in the known feature
descriptor is identified by a vector B, the electronic device
100 can identify an error value for the orientation aspect of
the feature descriptors by calculating the difference between
the vectors A and B. The error values can be combined
according to a specified statistical technique, such as a least
squares technique, to identify a combined error value for
each known feature descriptor being compared, and the
matching known feature descriptor identifies as the known
feature descriptor having the smallest combined error value.
[0031] Each of the known feature descriptors includes one
or more fields identifying the pose (e.g., the orientation or
point of view) of the corresponding spatial feature. Thus, a
known feature descriptor can include pose information indi-
cating the location of the spatial feature within a specified
coordinate system (e.g. a geographic coordinate system
representing Earth) within a specified resolution (e.g. 1 cm),
the orientation of the point of view of the spatial feature, the
distance of the point of view from the feature and the like.
The generated feature descriptors are compared to the
known feature descriptors to identify one or more matched
known feature descriptors. The matched known feature
descriptors are then used to identify a pose of the electronic
device 100.

[0032] In some scenarios, the matching process will iden-
tify multiple known feature descriptors that match corre-
sponding generated feature descriptors, thus indicating that
there are multiple features in the local environment of the
electronic device 100 that have previously been identified.
The corresponding poses of the matching known feature
descriptors may vary, indicating that the electronic device
100 is not in a particular one of the poses indicated by the
matching known feature descriptors. Accordingly, the elec-
tronic device 100 may refine its estimated pose by interpo-
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lating its pose between the poses indicated by the matching
known feature descriptors using conventional interpolation
techniques.

[0033] In at least one embodiment, the generated feature
descriptors are not compared to all available known feature
descriptors, but instead to a subset of the available known
feature descriptors identified based on the estimated pose of
the electronic device 100. For example, the subset of known
feature descriptors can be identified as those within a
specified distance of the pose of one of the generated feature
descriptors. This limits the number of known feature
descriptors for matching, thereby speeding up the matching
process.

[0034] The electronic device 100 receives the refined pose
identified based on the matched known feature descriptors,
and uses the pose to enable or enhance its location based
functionality. For example, the pose can be employed to
identify meshes or images that represent simplified repre-
sentations of spatial features known to be in proximity to the
refined pose. The meshes or images can be fed to an
application executing at the electronic device 100 to enable
augmented reality or other location based functionality.
[0035] In atleast one embodiment, concurrent with match-
ing the generated feature descriptors to one or more known
feature descriptors to identify the refined pose, the electronic
device can keep track of changes in its own pose in a free
frame of reference. Once the refined pose has been identi-
fied, the electronic device 100 can transform the tracked
changes in the free frame of reference to the frame of
reference for the refined pose. The electronic device 100 can
thereby identify its current pose in the frame of reference for
the refined pose, and use the current pose to enable or
enhance its location-based functionality.

[0036] FIG. 2 is diagram illustrating adjustment of a
refined pose based on pose tracking of the electronic device
100 in a free frame of reference in accordance with at least
one embodiment of the present disclosure. In particular,
FIG. 2 illustrates a pose 201 of the electronic device 100
corresponding to a reset event, and further illustrates poses
202-205, corresponding to the sequence of poses of the
electronic device 100 after pose 201. Also illustrated is a free
frame of reference 220 modelled by the electronic device
100 and a frame of reference 230, referred to as a “geo-
graphic frame of reference”, representing the frame of
reference for the poses in the set of known feature descrip-
tors used to establish the refined position of the electronic
device 100. In at least one embodiment, the geographic
frame of reference is a frame of reference for the geography
of Earth. For simplicity of description, the frames of refer-
ence 220 and 230 are illustrated and described as two-
dimensional frames of reference. However, it will be appre-
ciated that in other embodiments the frames of reference 220
and 230 can be three-dimensional frames of reference, or
higher-dimensional frames of reference that indicate both
position and orientation, such as a 6 degree of freedom
(DOF) frame of reference.

[0037] In the depicted example, in response to the reset
event the electronic device 100 places a point 221 at the
origin of the free frame of reference 220, so that point 221
corresponds to pose 201 of the electronic device 100. As
used herein, the origin of a frame of reference refers to a
point of reference for the geometry of the surrounding space,
and is established by the intersection of the axes for the
frame of reference. As the electronic device 100 moves
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through poses 202-205, the electronic device 100 tracks the
changes in position and, based on these changes, establishes
points 222-225 to correspond to poses 202-205, respectively
(i.e. pose 202 corresponds to point 222, pose 203 corre-
sponds to point 223, pose 204 corresponds to point 224, and
pose 205 corresponds to point 225).

[0038] Concurrent with tracking the pose changes and
establishing points 201-205, the electronic device 100
employs location data, such as GPS data, to estimate the
pose of the electronic device in the global frame of reference
230. This estimated pose is represented by point 238. Using
captured imagery, the electronic device 100 refines the
estimated pose as described previously. The refined pose
corresponds to point 231 in the global frame of reference
230. Thus, because the refined pose corresponds to the pose
of the electronic device 100, point 231 corresponds to point
221 in the free frame of reference 220. Accordingly, once the
electronic device 100 has identified point 231, it transforms,
using conventional transformation techniques, points 221-
225 in the free frame of reference 220 to points 231-235 in
the global frame of reference 220. The electronic device 100
thus identifies poses in the global frame of reference 220
corresponding to points 232-235 without requiring imagery
feature matching for each pose. This allows the current pose
of the electronic device 100, along with any intermediate
poses between the reset event and the current pose, to be
identified more quickly, thus enhancing location-based func-
tionality.

[0039] FIG. 3 is a diagram illustrating a system 300 for
identifying a pose (e.g., a location or point of view) of the
electronic device 100 of FIG. 1 in accordance with at least
one embodiment of the present disclosure. The system 300
includes the electronic device 100, a network 310, and an
imagery server 315. The network 310 can be a local area
network, a wide area network such as a cellular network or
the Internet, or any combination thereof.

[0040] The imagery server 315 includes one or more
server devices and corresponding storage devices that
together are configured to store and search known feature
descriptors 325. Each of the known feature descriptors 325
identifies at least one spatial feature and a corresponding
pose of a point of view relative to the at least one spatial
feature. For example, in the illustrated embodiment the
known feature descriptors 325 include known feature
descriptor 360 including a feature descriptor 361 identifying
a scale, orientation, gravity direction, and other descriptive
information for a corresponding feature, and a camera pose
362, indicating the position and orientation of the camera
when the camera captured the imagery from which the
feature descriptor 361 was generated. The known feature
descriptors 325 are stored in a database and indexed both by
spatial feature and by pose for relatively quick searching
based on any of a number of criteria, including spatial
feature type, pose, and any combination thereof.

[0041] In operation, in response to a reset event the
electronic device 100 estimates its pose based on location
data such as GPS data, wireless or wired network address,
cellular tower triangulation, and the like, and communicates
the estimated pose to the imagery server 315 via the network
310. Based on the estimated pose, the imagery server 315
identifies an feature descriptor subset 327 from the known
feature descriptors 325. For example, in one embodiment the
imagery server 315 selects for inclusion in the feature
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descriptor subset 327 all descriptors of the known feature
descriptors 325 within a threshold distance of the estimated
pose.

[0042] The imagery server 315 provides the feature
descriptor subset 327 to the electronic device 100, which
compares the feature descriptor subset 327 to feature
descriptors generated based on imagery captured at one or
more cameras of the electronic device 100. In response to
locating a match with one or more of the feature descriptor
subset, the electronic device 100 identifies its pose based on
the one or more matches. For example, the electronic device
100 may interpolate between the poses corresponding to the
ones of the feature descriptor subset 327 that match one or
more of the feature descriptors generated based on the
captured imagery. The electronic device 100 thereby gener-
ates a refined pose. In at least one embodiment, the elec-
tronic device 100 adjusts the refined pose according to
changes in poses tracked since the reset event, as described
with respect to FIG. 2.

[0043] The electronic device 100 communicates the
refined pose to the imagery server 315. In response, the
imagery server 315 searches the feature descriptor subset
327 for feature descriptors 328, representing feature descrip-
tors for spatial features within a specified distance and
orientation of the refined pose. The imagery server 315
communicates the feature descriptors 328 to the electronic
device 100, which employs the feature descriptors 328 in its
location-based functionality. For example, in one embodi-
ment the electronic device 100 uses the feature descriptors
328 to generate a virtual mesh corresponding to spatial
features in proximity to the pose of the electronic device
100. The virtual mesh can be employed by an application
executing at the electronic device 100 to provide a user with
the experience of interacting with a virtual representation of
their immediate environment.

[0044] In at least one embodiment, the electronic device
100 can keep a feature history of a threshold number of its
most recent poses and corresponding feature descriptors in
the global frame of reference. In response to an event that
caused the electronic device 100 to lose its pose in the global
frame of reference (e.g. the electronic device 100 being
placed in and removed from a pocket or rapidly shaken), the
electronic device 100 can capture imagery, generate corre-
sponding descriptors, and use the generated feature descrip-
tors to search the feature history. In response to a match, the
electronic device 100 can identity its current pose based on
the pose corresponding to the matched descriptor in the
feature history. The feature history thereby allows the elec-
tronic device 100 to re-establish its position relatively
quickly. If the feature history does not include a matching
descriptor, the electronic device and generate an estimated
pose and refine the pose using the known feature descriptors
325, as described above.

[0045] FIG. 4 illustrates an example processing system
400 implemented by the electronic device 100 in accordance
with at least one embodiment of the present disclosure. The
processing system 400 includes the wide-angle imaging
camera 114, the narrow-angle imaging camera 116, the
user-facing imaging camera 118, and the depth sensor 120.
The processing system 400 further includes a 2D processor
402, an application processor 404, a display controller 406,
a power supply 408, a set 410 of non-image sensors, and a
user interface 412.






